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Abstrak

Perkembangan Artificial Intelligence (Al) telah memasuki fase agentic, ketika kemampuannya
beroperasi secara otonom dengan intervensi minim dari manusia. Situasi ini membuka
paradigma baru dalam kajian hukum siber, terutama fenomena digital immortality, yaitu
kebangkitan manusia dari kematian dan kehidupan kedua di dunia digital. Berbagai proyek
inovatif seperti Eternime dan Replika Al yang telah muncul, menandakan bahwa era posthuman
telah semakin mendekat. Kemungkinan bahwa entitas baru ini akan hidup berdampingan dengan
manusia dan menjalankan aktivitas sehari-harinya secara mandiri semakin nyata. Dalam konteks
ini, hukum perlu mempersiapkan diri untuk menghadapi kemajuan teknologi serta potensi
permasalahan yang dapat timbul. Di tengah penantian regulasi yang komprehensif, diperlukan
kajian mendalam melalui lensa etika hukum untuk membangun fondasi yang kuat dalam
menjembatani kesenjangan antara hukum dan etika. Tulisan ini bertujuan untuk mendiagnosis
permasalahan tersebut melalui tiga kerangka moral klasik, yaitu utilitarianisme oleh Jeremy
Bentham, deontologi Immanuel Kant, dan prima facie duties dari W.D. Ross. Melalui pendekatan
yuridis normatif, diharapkan tulisan ini dapat memantik hadirnya kajian lebih lanjut sehingga
dapat memastikan bahwa inovasi teknologi tidak hanya bermanfaat bagi kemajuan masyarakat,
tetapi juga selaras dengan nilai-nilai kemanusiaan yang fundamental.

Kata kunci: Agentic Al, digital immortality, hukum siber, mesin otonom, moral.

PENDAHULUAN

Dalam dekade terakhir, kemajuan teknologi kecerdasan buatan (Artificial Intelligence/Al)
telah mengubah lanskap sosial, ekonomi, serta etika dan hukum secara fundamental (Ayub &
Banday, 2023; Hassan, 2025). Perkembangan terbaru menandai munculnya agentic Al, yaitu
bentuk Al yang tidak hanya berfungsi sebagai alat bantu, melainkan memiliki kapasitas untuk
bertindak secara otonom, mengambil keputusan, dan berinteraksi dengan lingkungannya tanpa
intervensi manusia secara langsung (Acharya et al., 2025; Hughes ef al., 2025; Patel et al., 2025).
Agentic Al menandai pergeseran paradigma dari mesin yang pasif menjadi entitas yang memiliki
agensi, sehingga menimbulkan pertanyaan mendalam mengenai status hukum dan moralitasnya
(Murugesan, 2025; Waltermann, 2024). Salah satu fenomena paling kontroversial yang muncul
bersamaan dengan agentic Al adalah konsep digital immortality atau keabadian digital. Digital
immortality mengacu pada proses pengumpulan, pemrosesan, dan rekonstruksi data pribadi
individu (Ouhnni et al., 2025), mulai dari perilaku, kepribadian, hingga memori (Galvao et al.,
2019) untuk menciptakan sebuah entitas digital yang dapat beroperasi secara mandiri dan
berkelanjutan setelah kematian fisik manusia tersebut (Caon, 2018; Ozdemir et al., 2021). Entitas
ini tidak sekadar menjadi representasi statis, melainkan sebuah mesin otonom yang memiliki
kemampuan agentic Al untuk berinteraksi, belajar, dan mengambil keputusan (Hosseini &
Seilani, 2025). Fenomena ini membuka dimensi baru dalam pemahaman tentang identitas,
eksistensi, dan kehidupan di ranah digital (Acharya et al., 2025b).
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Beberapa proyek dan eksperimen yang sudah berjalan, seperti Eternime (Ouhnni ez al., 2025),
yang berupaya menciptakan avatar digital berdasarkan data pengguna, serta Replika Al yang
memungkinkan pembuatan chatbot dengan kepribadian yang menyerupai manusia, menunjukkan
bahwa digital immortality bukan lagi sekadar gagasan futuristik, melainkan sebuah realitas yang
sedang berkembang (Zinchenko et al., 2023). Proyek seperti Project December bahkan
memperlihatkan bagaimana Al dapat digunakan untuk menghidupkan kembali percakapan
dengan orang yang telah meninggal, menimbulkan pertanyaan baru tentang batasan antara
kehidupan dan kematian dalam konteks digital (Henrickson, 2023; Rodriguez Reséndiz &
Rodriguez Reséndiz, 2024).

Namun, kemajuan ini membawa serta tantangan yang sangat kompleks dalam bidang hukum
siber dan etika. Dari sudut pandang hukum, keberadaan agentic Al yang merepresentasikan
identitas manusia secara digital menimbulkan pertanyaan fundamental: Apakah entitas digital ini
dapat dianggap sebagai subjek hukum dengan hak dan kewajiban? Bagaimana sistem hukum
dapat mengatur tanggung jawab atas tindakan yang diambil oleh mesin otonom tersebut? Apakah
data pribadi yang digunakan untuk membangun entitas digital ini tetap berada di bawah kendali
dan perlindungan hukum individu yang bersangkutan? Selain itu, bagaimana hukum menanggapi
potensi penyalahgunaan, pelanggaran privasi, dan risiko keamanan yang muncul akibat
keberadaan mesin dengan agensi digital yang abadi? Dari perspektif etika, digital immortality
menimbulkan dilema yang multidimensional dan memerlukan kajian mendalam.

Tulisan ini memilih untuk menggunakan tiga kerangka moral klasik yang memiliki
pendekatan berbeda namun saling melengkapi, yaitu utilitarianisme Jeremy Bentham, deontologi
Immanuel Kant, dan teori kewajiban prima facie W.D. Ross. Utilitarianisme menilai moralitas
berdasarkan konsekuensi dan pencapaian kebahagiaan terbesar bagi jumlah terbanyak (Mathis &
Shannon, 2009a; Mulgan, 2014) sehingga digital immortality dapat dipandang sebagai inovasi
yang berpotensi meningkatkan kesejahteraan psikologis keluarga dan masyarakat luas. Namun,
pendekatan ini juga mengharuskan evaluasi kritis terhadap risiko dan konsekuensi negatif, seperti
potensi penderitaan akibat manipulasi data (Rychwalska, 2022; Zarsky, 2019) atau eksistensi
digital yang tidak diinginkan (Belli et al., 2024; Terzis, 2025). Sebaliknya, deontologi Kant
menekankan prinsip kewajiban moral dan penghormatan terhadap martabat manusia sebagai
tujuan akhir, bukan sekadar sarana (Byers, 2016; Darwall, 2006; Kain, 2020). Dari sudut pandang
ini, menghidupkan kembali seseorang secara digital tanpa persetujuan eksplisit dapat dianggap
sebagai pelanggaran terhadap otonomi dan martabat individu, karena entitas digital tersebut tidak
benar-benar manusia dan tidak memiliki kapasitas moral yang sama. Ini menimbulkan pertanyaan
etis mendalam tentang hakikat identitas dan penghormatan terhadap kemanusiaan dalam ranah
digital.

Sementara itu, teori Prima Facie Duties W.D. Ross menawarkan pendekatan yang lebih
kontekstual dan fleksibel. Ross mengajukan konsep kewajiban moral yang bersifat sementara dan
dapat bertentangan satu sama lain, seperti kewajiban menjaga kesetiaan, keadilan, dan
menghindari bahaya (Lucas & Comstock, 2015a; Olsen, 2014). Pendekatan ini memungkinkan
analisis yang lebih nuansa terhadap dilema etis yang muncul dalam praktik digital immortality,
di mana kewajiban untuk menghormati data asli seseorang mungkin bertentangan dengan
kewajiban melindungi masyarakat dari potensi risiko teknologi tersebut. Pertentangan antara
ketiga teori moral ini mencerminkan kompleksitas dalam menetapkan kerangka etika dan hukum
yang tepat untuk mengatur agentic Al dan digital immortality. Di satu sisi, teknologi ini

menawarkan potensi besar untuk memperpanjang eksistensi identitas manusia dan memberikan
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manfaat psikologis serta sosial. D1 sisi lain, ia menghadirkan risiko serius terkait privasi, otonomi,
dan tanggung jawab hukum yang belum memiliki preseden jelas dalam sistem hukum saat ini.

Dalam konteks hukum siber, fenomena ini menuntut pembaruan dan adaptasi regulasi yang
mampu mengakomodasi kemajuan teknologi sekaligus menjamin perlindungan hak individu dan
keadilan sosial. Tulisan ini akan menelaah bagaimana integrasi nilai-nilai moral dari ketiga teori
tersebut dapat menjadi dasar dalam merumuskan kerangka hukum yang responsif, adil, dan
berkelanjutan di era digital immortality. Tulisan ini diharapkan memberikan kontribusi signifikan
dalam pengembangan kajian hukum siber dan etika digital, serta menjadi acuan penting bagi
pembuat kebijakan, akademisi, dan praktisi hukum dalam menavigasi tantangan hukum dan moral
di masa depan.

METODE

Metodologi penelitian yang digunakan adalah yuridis normatif dengan pendekatan analitis
(analytical approach), perbandingan hukum (comparative approach), kasus (case approach) dan
pendekatan undang-undang (statue approach). Data yang digunakan dalam penelitian ini, yakni
data sekunder. Pengumpulan data dilakukan melalui studi kepustakaan. Bahan hukum yang
digunakan adalah bahan hukum primer dan bahan hukum sekunder. Analisis data dilakukan
secara yuridis kualitatif, dan spesifikasi penelitian menggunakan deskriptif analitis.

HASIL DAN PEMBAHASAN

Agentic Al, yang merupakan evolusi terkini dalam perkembangan kecerdasan buatan,
menandai pergeseran dari Al pasif menjadi entitas yang memiliki agensi dan otonomi dalam
pengambilan keputusan (Acharya et al., 2025b). Keberadaan agentic Al memungkinkan mesin
untuk tidak hanya menjalankan perintah, tetapi juga belajar, beradaptasi, dan bertindak secara
mandiri (Murugesan, 2025). Salah satu manifestasi paling kontroversial dari perkembangan ini
adalah konsep digital immortality, yaitu kemampuan untuk mereplikasi identitas manusia secara
digital dan mempertahankan eksistensi tersebut secara berkelanjutan (Savin-Baden ef al., 2017,
Savin-Baden & Burden, 2019) dan dimungkinkan berjalan secara otonom (Zinchenko et al., 2023;
Meese et al., 2015).

Proyek-proyek seperti Eternime yang berupaya menciptakan avatar digital berdasarkan data
pribadi pengguna, dan Replika Al yang memungkinkan pembuatan chatbot dengan kepribadian
menyerupai manusia, menunjukkan bagaimana digital immortality mulai terwujud di dunia nyata.
Bahkan, eksperimen seperti Project December yang menggunakan Al untuk menghidupkan
kembali percakapan dengan orang yang telah meninggal membuka dimensi baru dalam
pemahaman tentang kehidupan dan kematian. Realitas ini menimbulkan pertanyaan hukum yang
belum memiliki jawaban pasti, terutama mengenai status hukum entitas digital yang memiliki
agensi dan identitas manusia.

Dalam ranah hukum siber, entitas digital ini menimbulkan ketidakjelasan mengenai subjek
hukum yang memiliki hak dan kewajiban. Apakah agentic Al dengan digital immortality dapat
dianggap sebagai subjek hukum? Jika entitas tersebut melakukan tindakan yang melanggar
hukum, siapa yang harus bertanggung jawab? Apakah tanggung jawab berada pada pencipta Al,
pemilik data, atau entitas digital itu sendiri? Ketidakjelasan ini menimbulkan risiko hukum dan
sosial yang signifikan, dan menuntut pembaruan regulasi yang mampu mengakomodasi
kompleksitas fenomena ini.

Melalui optik etika hukum, gagasan Jeremy Bentham, Immanuel Kant dan W.D. Ross
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dipergunakan untuk mendapatkan alternatif pandangan dalam melihat persoalan ini. Jeremy
Bentham adalah tokoh utama utilitarianisme klasik yang mengembangkan teori moral dengan
mengevaluasi kebenaran atau kesalahan tindakan berdasarkan konsekuensinya, khususnya yang
bertujuan untuk memaksimalkan kebahagiaan secara keseluruhan dan meminimalkan
penderitaan. Prinsip ini kerap dikenal sebagai “the greatest happiness for the greatest number”
(Eggleston, 2012; Mulgan, 2014). Utilitarianisme Bentham ini bersifat hedonistik, artinya
menganggap kesenangan dan tidak adanya rasa sakit sebagai barang paling utama, sehingga
tindakan atau kebijakan dinilai benar jika menghasilkan manfaat terbesar dan mengurangi
penderitaan secara maksimal (Heathwood, 2012; Schofield, 2014). Ketika diterapkan pada
fenomena digital immortality, utilitarianisme mengajak kita untuk menilai konsekuensi praktis
dan sosial dari menghidupkan kembali seseorang dalam bentuk agentic Al.

Dari sudut pandang Bentham, digital immortality dapat dilihat sebagai inovasi yang memiliki
potensi besar untuk meningkatkan kesejahteraan psikologis dan sosial (Savin-Baden et al., 2017;
Raj et al., 2024). Misalnya, keberadaan avatar digital yang merepresentasikan orang yang telah
meninggal dapat membantu keluarga dan kerabat mengatasi rasa kehilangan dan kesepian (Blaf3
et al., 2022), memberikan kenyamanan emosional yang signifikan (Xygkou et al., 2023). Selain
itu, entitas digital ini dapat berfungsi sebagai sumber pengetahuan dan pengalaman (Savin-Baden
& Burden, 2019), membuka kemungkinan pembelajaran dan pelestarian budaya yang lebih luas
(Caon, 2020). Namun, utilitarianisme juga menuntut evaluasi kritis terhadap risiko dan
konsekuensi negatif yang mungkin timbul. Penyalahgunaan data pribadi (Zacem & Barber, 2025),
manipulasi identitas digital (Ferraro, 2021), dan potensi kerugian sosial seperti penyebaran
informasi palsu (Cerovac & Drmi¢, 2023) atau pelanggaran privasi dapat mengurangi
kebahagiaan dan menimbulkan penderitaan (Biichi et al., 2022). Oleh karena itu, utilitarianisme
menuntut pendekatan yang seimbang, di mana manfaat dari digital immortality harus diukur
secara empiris dan dibandingkan dengan risiko yang mungkin muncul (Zinchenko et al., 2023;
Ferranna ef al., 2023; Kawashima ef al., 2025).

Secara filosofis, utilitarianisme mengedepankan pragmatisme dan empirisisme dalam
menilai moralitas, dengan fokus pada hasil akhir (Mathis & Shannon, 2009a; Eggleston & Miller,
2012; Mathis & Shannon, 2009b). Namun, kritik terhadap utilitarianisme sering menyoroti
potensi pengabaian hak individu demi kepentingan mayoritas (Scanlon, 2017). Dalam konteks
digital immortality, ini berarti bahwa meskipun entitas digital dapat membawa manfaat sosial,
hak dan martabat individu yang menjadi sumber data tidak boleh dikorbankan semata demi hasil
yang dianggap menguntungkan secara kolektif. Immanuel Kant menawarkan pendekatan moral
yang sangat berbeda melalui teori deontologi, yang menekankan kewajiban moral yang bersifat
absolut dan tidak bergantung pada konsekuensi. Prinsip utama Kant adalah imperatif kategoris,
yang menuntut agar manusia diperlakukan sebagai tujuan pada diri mereka sendiri, bukan sebagai
sarana untuk mencapai tujuan lain. Dalam hal ini, martabat dan otonomi manusia menjadi pusat
perhatian moral (Guyer, 2024; Gadzhikurbanov, 2023).

Ketika diterapkan pada digital immortality, perspektif Kantian menimbulkan kritik
mendalam terhadap praktik menghidupkan kembali seseorang dalam bentuk mesin otonom tanpa
persetujuan eksplisit. Entitas digital tersebut, meskipun merepresentasikan identitas manusia,
bukanlah manusia sejati dengan kapasitas moral dan kesadaran yang sama. Oleh karena itu,
memperlakukan data pribadi dan kepribadian seseorang sebagai bahan untuk menciptakan entitas
digital tanpa persetujuan melanggar prinsip penghormatan terhadap martabat manusia (Dias &

Melo, 2023). Kant juga menekankan pentingnya persetujuan sebagai manifestasi otonomi moral
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(Scheftler, 2015). Dalam konteks digital immortality, persoalan persetujuan menjadi sangat
kompleks karena entitas digital yang diciptakan tidak dapat memberikan persetujuan moral secara
langsung, apalagi jika data tersebut digunakan setelah kematian fisik individu. Hal ini
menimbulkan dilema etis yang mendalam: apakah penggunaan data tersebut tanpa persetujuan
eksplisit dapat dibenarkan? Secara filosofis, deontologi Kantian mengajarkan bahwa moralitas
tidak dapat dikompromikan demi hasil atau konsekuensi apa pun (Conway & Gawronski, 2013).
Oleh karena itu, walaupun digital immortality dapat membawa manfaat, praktik yang
mengabaikan kewajiban moral terhadap martabat dan otonomi individu adalah tidak dapat
diterima secara etis. Pendekatan ini menuntut perlindungan hak individu sebagai nilai mutlak
yang harus dijaga dalam pengembangan teknologi.

W.D. Ross memperkenalkan pendekatan moral yang lebih kontekstual dan realistis melalui
konsep Prima Facie Duties—kewajiban moral yang bersifat sementara dan dapat saling
bertentangan tergantung pada situasi konkret (Lucas & Comstock, 2015a; Conway & Gawronski,
2013; Lucas & Comstock, 2015b). Ross mengidentifikasi beberapa kewajiban moral utama,
seperti kewajiban menjaga kesetiaan (fidelity), keadilan (justice), menghindari bahaya (non-
maleficence), dan memperbaiki kerugian (beneficence) (Robinson, 2010).

Dalam konteks digital immortality, teori Ross memberikan kerangka yang sangat berguna
untuk menavigasi dilema etis yang kompleks dan multidimensional. Misalnya, kewajiban
menjaga kesetiaan terhadap data asli seseorang dan menghormati identitasnya dapat bertentangan
dengan kewajiban menghindari bahaya yang mungkin ditimbulkan oleh entitas digital yang
otonom dan terus berkembang. Begitu pula, kewajiban untuk melindungi privasi individu
mungkin berhadapan dengan kewajiban untuk menyediakan manfaat sosial melalui pelestarian
identitas digital. Pendekatan Ross mengakui bahwa dalam situasi nyata, tidak selalu ada solusi
moral yang mutlak benar, melainkan perlu dilakukan penilaian yang cermat dan seimbang
terhadap kewajiban-kewajiban yang saling bersaing (MacLagan, 2012). Hal ini sangat relevan
dalam menghadapi agentic Al dan digital immortality, di mana aspek teknologi, hukum, dan etika
saling berinteraksi secara kompleks. Secara filosofis, teori Prima Facie Duties mengajak kita
untuk menerima bahwa moralitas adalah ranah yang penuh nuansa dan kontekstual, dan bahwa
pengambilan keputusan moral memerlukan kebijaksanaan praktis (Maclagan, 2015). Dalam hal
ini, pembuat kebijakan dan praktisi hukum harus mampu menyeimbangkan berbagai kewajiban
moral yang saling bertentangan untuk menciptakan regulasi yang adil dan efektif dalam mengatur
digital immortality.

Ketiga kerangka moral ini utilitarianisme Bentham, deontologi Kant, dan teori Prima Facie
Duties Ross menawarkan perspektif yang berbeda namun saling melengkapi dalam memahami
dan menilai fenomena digital immortality dan agentic Al. Utilitarianisme mengedepankan
manfaat sosial dan konsekuensi, deontologi menuntut penghormatan mutlak terhadap martabat
dan otonomi individu, sementara teori Ross memberikan pendekatan kontekstual yang realistis
dalam menghadapi konflik moral. Integrasi ketiga pendekatan ini sangat penting untuk
membangun landasan etis yang kokoh dalam mengembangkan regulasi hukum siber yang
responsif terhadap tantangan teknologi canggih. Pendekatan terpadu ini memungkinkan
perlindungan hak individu sekaligus memaksimalkan potensi manfaat sosial, serta mengantisipasi
risiko dan dilema etis yang muncul dalam era digital immortality.

Melalui ketiga pandangan di atas, diharapkan aturan hukum yang nantinya hadir akan
dilandasi oleh nilai-nilai etis yang kuat, sehingga dapat mengakomodir persoalan: (1) pengakuan
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status khusus agentic Al sebagai entitas digital dengan agensi terbatas, namun tidak
menghilangkan tanggung jawab hukum manusia di baliknya; (2) menetapkan mekanisme
perlindungan data yang ketat dan persyaratan persetujuan eksplisit untuk penggunaan data dalam
digital immortality; (3) mengintegrasikan prinsip-prinsip moral dari utilitarianisme, deontologi,
dan teori kewajiban prima facie untuk memastikan perlindungan hak individu dan keadilan sosial;
(4) membentuk mekanisme akuntabilitas yang jelas, termasuk tanggung jawab pencipta,
pengguna, dan entitas digital itu sendiri jika memungkinkan. Diharapkan penerapan regulasi yang
adaptif dan holistik nantinya akan membantu memitigasi risiko etika dan hukum sekaligus
memaksimalkan potensi manfaat digital immortality dalam kehidupan sosial dan budaya.

KESIMPULAN

Fenomena digital immortality yang berkembang melalui agentic Al menghadirkan tantangan
moral dan hukum yang kompleks dan multidimensional dalam ranah hukum siber. Kajian ini
menunjukkan bahwa keberadaan entitas digital yang merepresentasikan identitas manusia secara
otonom menuntut pemikiran ulang tentang konsep tanggung jawab, hak, dan perlindungan hukum
yang selama ini berorientasi pada subjek hukum manusia dan badan hukum tradisional.

Analisis filosofis berdasarkan tiga kerangka moral klasik—utilitarianisme Jeremy Bentham,
deontologi Immanuel Kant, dan teori kewajiban prima facie W.D. Ross—mengungkapkan
dimensi etis yang saling bertentangan namun saling melengkapi. Utilitarianisme menyoroti
potensi manfaat sosial dan psikologis dari digital immortality, namun mengingatkan pada
pentingnya evaluasi risiko dan konsekuensi negatif. Deontologi Kantian menegaskan perlunya
penghormatan mutlak terhadap martabat dan otonomi individu, menolak praktik penghidupan
kembali digital tanpa persetujuan eksplisit. Sementara itu, teori Ross memberikan pendekatan
kontekstual yang realistis, memungkinkan penyeimbangan kewajiban moral yang bertentangan
dalam praktik.

Ketiga perspektif ini menegaskan bahwa pengembangan dan regulasi agentic Al serta digital
immortality harus didasarkan pada integrasi nilai-nilai etis yang mampu menjembatani
kepentingan individu dan masyarakat secara adil dan berkelanjutan. Regulasi hukum siber yang
adaptif dan holistik sangat diperlukan untuk mengakomodasi kemajuan teknologi sekaligus
melindungi hak-hak fundamental manusia seperti privasi, persetujuan, dan tanggung jawab
hukum.

Dengan demikian, tulisan ini menegaskan urgensi pembaruan hukum siber yang responsif
terhadap tantangan digital immortality, serta perlunya pendekatan multidisipliner antara filsafat
moral, hukum, teknologi, dan etika digital. Pendekatan ini tidak hanya akan memperkuat
kerangka hukum siber, tetapi juga memastikan bahwa kemajuan teknologi tetap berlandaskan
pada nilai-nilai kemanusiaan yang universal.
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